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These “Al start-ups” are getting out of hand
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Administrivia

*P4A deadline: Tuesday
-Complete the feedback exercise by tonight




ML makes mistakes

NeuralTalk2: A flock of birds flying in the air
Microsoft Azure: A group of giraffe standing next to a tree
Image: Fred Dunn, https://www.flickr.com/photos/gratapictures - CC-BY-NC
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Mitigation strategies?




Collecting feedback
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Updating Models

® Models are rarely static outside the lab

® Data drift, feedback loops, new features, new
requirements

® We should consider when and how to update models
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Human in the loop

Dr. Emily Slackerman Ackerman X
@EmilyEAckerman - Follow
i (in a wheelchair) was just trapped *on* forbes ave
? :
Does Wednesday work for you? by one of these robots, only days after their

independent roll out. i can tell that as long as they
continue to operate, they are going to be a major
accessibility and safety issue. [thread]

T (M

I'd i 4 Y
t Sure, what time? J L Yes, what time? ] L No, it doesn't. J

<<—\ Reply) <r-) Forward)

pittnews.com

Everything we know about the Starship food delivery robots

The white, 2-foot tall battery-powered delivery robots will be
sharing the sidewalk with Oakland pedestrians starting sometim...

10:27 PM - Oct 21, 2019 @
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Design for failures/mistakes

Human-Al interaction design (human in the loop):
Guardrails
Mistakes detection and correction

Undoable actions

https://ckaestne.medium.com/safety-in-ml-enabled-systems-b5a5901933ac
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System-wide pipeline

glgd:il - Data Data Data Feature Model Model Model Model
A ecr]ﬂ " Collection Labeling Cleaning Engineer. Training Evaluation Deployment Monitoring

Cloud, scaling Cloud, scaling

MLOps focus

Full pipeline automation

Focus: experimenting, deploying, scaling training and serving, model monitoring
and updating
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ML models as part of a system

System: Transcription service «—>
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User Interface
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Legend: DNon-ML component, DML component, Dsystem boundary
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Machine Learning Pipeline
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System: Transcription service

End-User Internal
User Interface Data Labeling Tool
telemetry I data collection
3
User Audio j/ Model Inference:
Accounts Upload Feature Speech Recognition
Server
learns & deploys / % observes
ane H
Payment User Training ML Pipeline B
Data Data < | Monitoring
scales withVa” y————observes X
Database Cloud Processing Logging Monitoring

Legend: l:l Non-ML component, DML component, Dsystem boundary
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Traditional vs. System-wide ML Pipeline

®  Traditional

®  Getlabeled data

® Identify and extract features

®  Split data into training and evaluation set

Learn model from training data
Evaluate model on evaluation data
Repeat, revising features

®  Wwith production data

®  Evaluate model on production data; monitor

®  Select production data for retraining

®  Update model regularly
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Outline

.- Why ML/AI projects fail?
Data quality
Fairness issues

- What's wrong with the model-centric pipeline?
- Are there any new challenges?
What is ML Ops?
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What (real) challenges are there in
building and deploying systems with ML?




The road to production: a paradigm
shift

N WHEN YOU'START,WORKING ON THE
(ML INFRASTRUCTURE INSTEAD OF THE m) i

1 houriherelis'/ yearsfontearth




T-shaped professionals

I-Shaped Generalist T-Shaped
Deep expertise in one topic Broad knowledge of many topics, Expert in one topic and broad
but not expertinany knowledge of other topics
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What makes software with ML
challenging?

® Lack of specification (unreliability, uncertain output,
mistakes)?




Lack of specification

String transcribe(File audloFile),




What makes software with ML
challenging?

® Lack of specification (unreliability)?

® Complexity?




Complexity in Engineering Systems
® Automobile ~30K parts
® Airplane ~3M parts

® MS Office ~40M LOC

® Debian ~400M LOC
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What makes software with ML
challenging?

® Lack of specification (unreliability)?

® Complexity?

® Big Data?




Big Data?

This plot represents the amount of data, in

8000 TB, belng sent to the CERN archive between
data sent to the CERN tape archive (in TB), 2008-2016 2008 and 2016. The yearly amount of LHC
7000 — data has gradually increased since 2010
AFS AMS = COMPASS - NA61  nTOF (Run 1, 2010: 12.5 PB, 2011: 19.1 PB, 2012:
6000 — 27 PB) and during Run 2 (31.5 PB).
user mALICE wATLAS & CMS =LHCb AR GIOME CERN.
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What makes software with ML challenging?

® Lack of specification (unreliability)?
® Complexity?
® Big Data?

® Interaction with the environment?
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Interaction with the environment: safety

https://www.alphr.com > review » smart-toaster

The Highest-Rated Smart Toasters in 2022 - Alphr Reviews

Aug 19, 2022 — Works on artificial intelligence (Al). A smart toaster operates on
artificial intelligence to detect and control the whole toast-making process, ...

%  American Medical Association

Al scribe saves doctors an hour at the keyboard every day

The Permanente Medical Group's rollout of ambient Al scribes to reduce documentation
burdens has been deemed a success, saving most of the physicians using it...

Mar 18, 2024

Safety risks?
How can you mitigate these risks?
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Interaction with the environment: safety

Election2024  HarrisonSNL ~ Middle Eastwars  Ohio State football  Peanut the squirrel

TECHNOLOGY

Researchers say an Al-powered
transcription tool used in hospitals
invents things no one ever said

3 The Daily Star

Microwave attempts to murder owner after gaining artificial
intelligence 'demon soul'

wgexte: “Thank you:

A YouTuber who tried to resurrect his childhood imaginary friend by giving a microwave

R = Dy Dy
artificial intelligence says it tried to Kill him
o 116D
Apr 28, 2022 I
.

e guy called”
in the black cost, there wes one 901
gext®: "The 0%

e o snavich ith out of
3 et mas”

peanuts and sose kind of ¢

ngextr; "Well, if 1vas e  sandvich out of pesnits and 3065 kind of fruity T¥
s going to make 2
. a

- a really good bakery that fas
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Interaction with the environment:
feedback loops

ML Model: Use historical arrest records to predict crime rates by
neighborhoods
Used for predictive policing: Decide where to allocate police patrol
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Feedback loops

ML= Model

/
Historic bias | Data Predictions

v\__/

influence

MIT
Tech_nology Featured  Topics Newsletters Events Podcasts signin Subscribe
Review

ARTIFICIAL INTELLIGENCE

Predictive policing algorithms are racist.

They need to be dismantled.

Lack of transparency and biased training data mean these tools are not fit for
purpose. If we can't fix them, we should ditch them.

By Wil Douglas Heaven July 17,2020
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Feedback loops

Historic bias

S3D

/
Data

THE SHIFT

—

ML= Model

influence

_\T Predictions

e

Ehe New Nork Times

YouTube Unleashed a Conspiracy
Theory Boom. Can It Be Contained?
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What makes software with ML
challenging?

® Lack of specification (unreliability)
® Complexity
® Big Data

® Interaction with the environment
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What makes software (systems) with
I\/IL challenging?

It's not all new

Safe software with unreliable components
Cyber-physical systems

Non-ML big data systems, cloud systems

"Good enough" and "fit for purpose" not "correct"
We routinely build such systems

ML intensifies our challenges
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Beware of the Automation Paradox

Copyright © IFAC Analysis. Design and
Evaluation of Man-Machine Systems
Baden Baden. Federal Republic of Germany 1982

IRONIES OF AUTOMATION

L. Bainbridge
Department of Psychology, Unwversity College London, London WCIE 6BT, UK

on methods of alleviating these problems
within the 'classic' approach of leaving the operator with responsibility
1§ ! P

for continued use of the human
operator for on-line decision=making within human-computer collaboration.

for abnormal conditions, and on the potential

Control engineering computer applications; man-machine svstems;
operation; process control; svstem failure and recovery.

The more efficient the automated system, the more crucial the
human contribution of the operators.
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ML Component Tradeoffs




Qualities of ML Components

® Accuracy
® Capabilities (e.g. classification, recommendation, clustering...)
® Amount of training data needed

® Inference latency

Learning latency; incremental learning?

Model size

® Explainable? Robust?
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Understanding Capabilities and Tradeoffs

® Deep Neural Networks ® Decision Trees

input layer hidden layer 1 hidden layer 2 hidden layer 3
No /\\ Yes

age>61
g
i A
l—<N° Homogeneity > >TYSS No /,d_‘,,s\\Yes
1.2002 Y
@mu i malignant benign 4 Ye
m%e,r Washin >66.03>-Ye§
case. | 4 2
malignant T benign
~ case 8"
No Yes Yes " p> 05587 No
< Homogeneity > -
B [y B B gl
i nign — <Qashout>
benign B malignant
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Trade-offs: Cost vs Accuracy

Netflix Prize . | Aa el (137,

Leaderboard

Showing Test Sc

Display top 20 || teaders.

t Score % Improvement Best Submit Time

‘‘‘‘‘‘

"We evaluated some of the new methods offline but the additional
accuracy gains that we measured did not seem to justify the
engineering effort needed to bring them into a production

environment.”

S3D
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Trade-offs: Accuracy vs Interpretability

ML Algorithmic Trade-Off

Wos * on real-world data sets
A Lasso
Linear/Logistic
z. Regression
— Decision Trees
= &
[3+] ; Bagging
s e Deyes Random Forest®
h .
f= 1 oo Nearest Boosting
a ing \ Neighbors
= arn Gaussian/
= W . wific & Difichlet
e u“sc‘e“*‘f‘c \ Processes @
: ed! VM l
°P|l\|°“°“ Neural Nets S x S
Low / Deep Learning
Low » High
Accuracy
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System Architecture Tradeoffs




Pick one scenario based on where you are seating

- Transcription Services (front rows)
- Parking Sensor (middle rows)
- Surge Prediction (back rows)

L L S d|

D i S C u SS i n g ro u p S th e S e q u e Sti O n S : High-accuracy smart parking sensor technology

- Where should the model be deployed? e.g., in the
cloud, on-premises, on directly on the devices?

- What are the key factors influencing this choice
(e.g., latency, computational power, data privacy)?
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Where should the model live?

Laptop

Local
Server

Academic
Transcriptions

Cloud




Where should the model live?




Where should the model live?

|
Gateway Detector




Typical Designs

Static intelligence in the product
- difficult to update
good execution latency
«  cheap operation
offline operation
* no telemetry to evaluate and improve

- Client-side intelligence

updates costly/slow, out of sync problems
- complexity in clients
offline operation, low execution latency
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Considerations for deployment

S3D

How much data is needed as input for the model?

How much output data is produced by the model?

How fast/energy consuming is model execution?

What latency is needed for the application?

How big is the model? How often does it need to be updated?
Cost of operating the model? (distribution + execution)
Opportunities for telemetry?

What happens if users are offline?

Carnegie
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Universi




MLOps

M\.DPsIJ

MODEL
DENELOPMEANT

OPERATIONS
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MLOPps

Many vague buzzwords, often not clearly defined
MLOps: Collaboration and communication

between data scientists and operators, e.g.,
- Automate model deployment
Model training and versioning infrastructure
Model deployment and monitoring

S3D o

Universi




MLOps Overview

Integrate ML artifacts into software release process, unify
process (i.e., DevOps extension)

. Automated data and model validation (continuous
deployment)
Continuous deployment for ML models: from
experimenting in notebooks to quick feedback in
production

. Versioning of models and datasets
Monitoring in production
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MLOps Tools (examples)

S3D

Model versioning and metadata: MLFlow, Neptune, ModelDB,
WandB, ...

Model monitoring: Fiddler, Hydrosphere

Data pipeline automation and workflows: DVC, Kubeflow, Airflow
Model packaging and deployment: BentoML, Cortex

Distributed learning and deployment: Dask, Ray, ...

Feature store: Feast, Tecton

Integrated platforms: Sagemaker, Valohai, ...

Data validation: Cerberus, Great Expectations, ...

Long list: https://github.com/kelvins/awesome-mlops
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Mellon
Universi



Process for Al-Enabled
Systems




Data Science is Iterative and
Exploratory

. Science mindset: start with rough goal, no clear
specification, unclear whether possible
Heuristics and experience to guide the process

.- Try and error, refine iteratively, hypothesis testing

. Go back to data collection and cleaning if needed, revise
goals

Carnegie
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Different Trajectories

Goal
Exploration

Data Value
Exploration

Product
Exploration

Data ’ 3 I }
Preparation Modelling

Business Data
Understanding Understanding

Data 3,1 0
Preparation

13
Modelling H Evaluation H Deployment]—>

Data Value
Exploration

Goal
Exploration

Data Value
Exploration

Data Source
Exploration

Data
Preparation

Narrative
Exploration

Result
Exploration

Goal exploration: finding business goals which
can be achieved in a data-driven way

Data source exploration: discovering new and
valuable sources of data

Data value exploration: finding out what value
might be extracted from the data

Result exploration: relating data science results
to the business goals

Narrative exploration: extracting valuable stories
(e.g., visual or textual) from the data

Product exploration: finding ways to turn the
value extracted from the data into a service or
app that delivers something new and valuable to
users and customers.

Data acquisition: obtaining or creating relevant
data, for example by installing sensors or apps

Martinez-Plumed et al. "CRISP-DM Twenty Years Later: From Data Mining Processes to Data Science Trajectories." IEEE Transactions on Knowledge and Data Engineering (2019)

S3D
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Trajectories

Not every project follows the same development process,

e.g.
Small ML addition: Product first, add ML feature later
Research only: Explore feasibility before thinking about a
product

Data science first: Model as central component of potential
product, build system around it

Different focus on system requirements, qualities, and
upfront planning
Manage interdisciplinary teams and different expectations
S3D Vel

Universi




Computational Notebooks

° # load data collected from teaml
import pandas as pd

- Origins in "literate programming",

df = pd.read _csv(url)

interleaving text and code, treating

. ] dayIdx user userAvgTime location dow isWeekend time

p rog ra m S a S | Ite ra t u re ( Kn u t h 84) (1] 0 Pittsburgh66Correy 7.045001 Pittsburgh 6 True 0.000000

R Fi rSt n Ote b O O k i n WO |f r a m 1 1 PTttsburghbGCorrey 7.045001 PTnsburgh 7 True 6.883333
2 2 Pittsburgh66Correy 7.045001  Pittsburgh 1 False 6.816667

M a t h e m a ti Ca 1 . O i n 1 9 8 8 3 3 Pittsburgh66Correy 7.045001 Pittsburgh 2 False 7.383333

4 4 Pittsburgh66Correy 7.045001  Pittsburgh 3 False 0.000000

- Document with text and code cells, — .
showing execution results under cells V20 Wealer and e iomationts e nlded e i hard a1 e g
- Code of cells s executed, per cellina T
kernel K - at.aro1 i1, axtse)

YnonZero = df['time'] > O

- Many notebook implementations and

from sklearn import preprocessing

supported languages, Python + de s
Jupyter currently most popular I

X=X.apply(preprocessing.LabelEncoder().fit_transform)
X
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Notebooks Support Iteration and
Exploration

. Quick feedback, similar to REPL

- Visual feedback including figures and tables

- Incremental computation: running individual cells

- Quick and easy: copy paste, no abstraction needed

- Easy to share: document includes text, code, and
results




Brief Discussion: Notebook Limitations
and Drawbacks?

OPS PROBLEM




Process Activities for ML?

Testmg script
Existing model: Automatically evaluate model on labeled training set; multiple
separate evaluation sets possible, e.g., for slicing, regressions
Training model: Automatically train and evaluate model, possibly using
cross-validation; many ML libraries provide built-in support
Report accuracy, recall, etc. in console output or log files
Deploy learning and evaluation tasks to cloud services
- Optionally: Fail test below bound (e.g., accuracy <.9; accuracy < last accuracy)
Version control test data, model and test scripts, ideally also learning data
and learning code (feature extraction, modeling, ...)
Continuous integration tool can trigger test script and parse output, plot for
comparisons (e.g., similar to performance tests)

Optionally: Continuous deployment to production server

S3D o
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Machine Learning in Production

Want to know more about it?

mlip-cmu

Machine Learning in Production @ CMU

Find resources related to teaching and research on how to build, deploy, assure, and maintain software products with machine-learned
models. These cover the entire lifecycle from a prototype ML model to an entire system deployed in production, not just models or
notebooks. Covers also the responsible ML engineering of such systems (safety, security, fairness, transparency) and MLOps.*

All materials (book, slides, assignments, bibliography) are released under creative commons licenses. We hope that this fosters teaching
and research on these topics.

Maintained by Christian Kaestner.

https://mlip-cmu.github.io/
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Summary

® Production Al-enabled systems require a whole system
perspective beyond just the model or the pipeline

® Machine learning brings new challenges and intensifies
old ones

® Building ML systems need team efforts

. Collaborative culture among Software Engineers, Data
Scientists, Stakeholders is necessary
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